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ABSTRACT

CPUcoin is developing a first-of-its-kind Content Generation Network (CGN). A unique, flexible, and scalable
Infrastructure-as-a-Service offering targeted at the needs of B-to-B. A distributed system for delivering
services powering DApps (Decentralized Applications) — both consumer AND enterprise-class. The CGN is a
general-purpose ecosystem, uniquely architected to excel in providing services that meet demand in real-
time, processing requests to perform the specialized work needed to generate and deliver content for DApps
on a global scale. CGN ecosystem work is transacted exclusively using our new utility token, the CPUcoin.

What makes the CGN unique is a design capitalizing on vast amount of unused CPU power available
worldwide, enabling a new sharing economy for CPU resources. The CGN amasses a pool of computational
power of inconsistent capability and availability and reshapes it into a massive, powerful and coherent
infrastructure, one which provides overall consistent availability with excellent performance. Due to the
relatively low value associated with idle CPU power, we can offer a lower cost means of delivering services.
We have coined the term DService (Decentralized Server Application) to mean any service built or adapted to
run using the CGN.

The sharing economy for CPU power can be likened to a sharing economy for rental space. If you plan to
travel away from home for a while, you may choose to use a service such as Air B&B to rent out rooms in
your home to short-term occupants while you are away. The occupant, pleased to have access to a wide
range of accommodations, will pay for the privilege. Whether you rent or own your home, this extra income
can be used to offset your living costs. Likewise, if you need a place to stay while you travel, you can use the
same service as a consumer to quickly find short-term lodging while you travel, paying only for what you use.
Sharing economies improve efficiencies for society by making better use of resources that already exist.

Our proposed service will work in much the same way, with housing as a metaphor for computer power.
Server software also needs a place to reside, and like housing space being both provided and consumed from
the available unused housing pool, server space can also be provided and consumed from the available pool
of unused computational capacity. We like to say our proposed service will be the Air B&B of CPU power.

We have focused our efforts on providing an infrastructure platform anyone can connect to, which means
new DApps can make use of existing DServices already powered by our CGN. It will also be possible to create
new DServices, deploy them to the CGN, and use them to power your own DApps.

Importantly, to validate and prove the viability of the design and robustness of our platform, we have initially
developed and delivered one much-needed DService, and are readying it to power an actual enterprise
application by both moving it to the cloud and upgrading its overall capacity and scalability.

We started with an existing premises enterprise image-processing application called “MediaGen” and ported
a large subset of its proven media generation technology stack, thereby creating the first DService. This
DService, called “MediaGen” provides on-demand, focused, scalable and secure visual content processing.
This will bring far greater power and scale to dApps that use MediaGen, such as Publisher, which have
already been put to work in some of the largest companies in the world for many years.

We have already released a functioning proof-of-concept on our CGN TestNet and are now working on a
production system capable of supporting even more real-world enterprise applications.

Unlike other similar projects that seem to be building similar functionality from scratch, our approach is to
deliver a known and proven enterprise-class application that will be put to immediate, real-world use serving
a massive Total Addressable Market at the time of the project’s release.

A cross-licensing deal shall be consummated as part of the pre-IEO close, providing immediate real-world
value to purchasers of the CPUcoin utility token.

To support success of the project, we have taken a pragmatic approach in requirements generation to ensure
that the infrastructure can be built rapidly in well-defined stages, while focusing on key enterprise use cases.
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TERMINOLOGY OVERVIEW

Before getting into a discussion about the problem and our proposed solution, we would like to familiarize
you, the reader, with terminology we will be using throughout this whitepaper. For clarity, we have grouped
terminology definitions by scope.

DEVELOPERS OF TECHNOLOGIES

CPUcoin

A Cayman foundation company registered under the name DServices Limited and
trading as CPUcoin and/or CPUcoin, engaged in the business of developing and
operating the Content Generation Network (CGN). This entity will design, build,
operate and maintain the CGN. All financial matters associated with use of the CGN
will be transacted exclusively through use of CPUcoin, a new cryptocurrency utility
token created for this purpose. CPUcoin will create the supply of CPUcoins to
operate the service ecosystem by issuing tokens through an IEQ. Proceeds of the
IEO will be used to complete development of the CGN, to develop the first
DService, license certain technology and source code from Equilibrium and for
future development initiatives.

Equilibrium

A US-based company engaged in the business of developing and providing
premises and cloud-based media processing software. Equilibrium has an
established product family and has spent years building product demand with a
significant established user base. Equilibrium wishes to expand the reach and
capacity of its product line by being among the first to make use of the CGN,
DApps and DServices to offer global, highly scalable image processing services in
compelling new ways.

DISTRIBUTED APPLICATIONS AND COMPONENTS

DApp

In the client-server model, this is the client component. It contains all user-facing (
application code, software system or script, usually user-facing but not required to
be, that makes use of the CGN server infrastructure to issue requests to a DService,
the server component built to handle the specific work needed by the client.

DService

In the client-server model, this is the server component. Itis a unit of server
software developed to run in the CGN environment. The DService executes
requests made to it in accordance with a well-defined API that gives access to the
dApp or family of dApps to perform the specialized, compute-intensive work it
needs.

MediaGen,
or MediaGen
DService

The first DService, licensed from Equilibrium and built on proven technology.
MediaGen DService will leverage the CGN to provide the services layer needed to
power the MediaGen family of DApps and client applications. The MediaGen
DService operates within the CGN ecosystem and provided the services for
performing general purpose, near real-time request handling for image, animation,
font, audio/video, dynamic processing and rendering operations.

ECOSYSTEM COMPONENTS

Worker Node
(Miner Client)

A server or consumer device connected to the network to do work, offering
CPU/GPU, threads, RAM, bandwidth and storage to the CGN as available resources.

CGN Work Broker

A service that matches incoming work requests to a specific, available best-fit
worker node from a pool of available resources to perform a specific work unit.

Confidential and Proprietary.
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DISTRIBUTED SERVICES INFRASTRUCTURE

Regional CGN Node

Content Generation
Network (CGN)

The regional CGN node is a highly scalable supercomputer located in a specific
region, configured as a type of computational infrastructure known as a distributed
server. The CGN operates this server and ensures its continued availability to
DApps, handling all requests made to DServices, the server code that performs
compute-intensive work needed by DApps. The CGN node is built to operate at
high throughput and automatically scales based on demand. It is capable of
efficiently handling many concurrent requests in near real-time.

The CGN node is connected to a large pool of contributor-operated worker nodes,
which are computers in the homes, business and data centers of a specific
geographic area. These computational resources, being a blend of widely varying
capability and operating in a wide range of environments, will individually be
inherently unreliable, with at least sometimes availability, and having variable but
measurable performance characteristics such as maximum computational power
capacity, current and average CPU availability, network latency of its internet
connection, as well as other important attributes.

The CGN Node performs the job of reorganizing this large pool of varying quality
computational resources into a coherent system that has superior characteristics
to the individual worker nodes by continually making strategic use of all
immediately available resources. It can therefore offer a large amount of
computational capacity with overall high availability and scalability.

The CGN is the entire system of all regional CGN nodes worldwide, operating
together as a whole. Each DApp uses a provided endpoint to discover one or more
best match regional CGN nodes to connect to for operating its DServices, naturally
providing edge support with low latency.

For powering DApps, the CGN offers a cost-effective infrastructure solution, and
provides a compelling alternative to the data centers and cloud computing services
typically used for hosting delivery of similar kinds of services.

PAYMENT-RELATED TERMS

Blockchain-powered

Off-chain
microtransaction
support

Hybrid solution

CPUcoin

Wallet

Confidential and Proprietary.

The CGN uses the blockchain to transact the provision and consumption of services
in bulk, using a utility token called the CPUcoin. The CGN ledgers all transactions,
tracks all usage, and regularly collects total amounts for all incoming use fees, and
disburses the sum of all outgoing payments to beneficiaries, according to pre-
arranged agreements.

A per-CGN node blockchain connected microtransaction system will collect and
record all transaction detail information generated by that CGN node at very high
rates of throughput, which may number tens of thousands of transactions per
second. Use fees and disbursement amounts are recorded in real time for every
DService request by the CGN. Custom DService-specific metadata can also be
stored with each microtransaction.

Despite storing microtransaction data off-chain, none of the essential qualities of
the blockchain will be lost. The system will offer the transparency, trusted
immutability, and proof of correctness in all ledgering, as blockchain itself offers.

An ERC-20 compatible utility token, to be issued by our company of the same
name, serving as the currency of exchange for all CGN-related transactions.

Refers to an Ethereum wallet. Any Ethereum wallet may hold CPUcoin tokens.
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ECOSYSTEM PARTICIPANTS

CPUcoin (“we”)

Entity responsible for developing, delivering and operating the project.

CGN Operator Entity

Entity responsible for operating a given regional CGN. This entity (generally
CPUcoin) will receive a royalty fee for all use of that regional CGN, paid in CPUcoin.

Developer Entity

Entity that developed a DService for use with compatible DApps, client applications
or other services. This entity will receive royalty fees paid in Dyncoin.

Equilibrium

Entity that developed the MediaGen DApp and the MediaGen DService. This entity
will receive a royalty fee for use of the MediaGen DService, paid in CPUcoin.

Enterprise Account,
Enterprise Account
Entity, or Business

Any business entity (or individual) that has entered into an agreement to directly or
indirectly consume DServices, typically through, but not limited to, the use of CGN-
enabled DApps or client applications, paying for all consumption of those services
using the CPUcoin utility token.

Business enterprise accounts generally will have multiple end users, typically
employees, contractors and designees of the business who are authorized to use a
DApp or client application on behalf of the business. The business takes
responsibility for payment for all services consumed by its End Users.

End User

Any individual user of a CGN-enabled DApp. For Enterprise accounts, each end user
is an employee, contractor or designee of the corporation authorized by the
business to use its DApp.

Contributing Entity
or “CGN Miner”

An Individual or corporate entity who has chosen to operate a Worker Node to
offer spare or otherwise available computational and bandwidth resources to the
CGN to do the computational work of running DServices, i.e. “mining”, in exchange
for the opportunity to earn CPUcoin.

Charitable A charitable cause that in some cases may be given as a donation a small share of
Beneficiary the proceeds of each transaction associated with DServices operating in the CGN.
Beneficiary Any entity type receiving a portion of the proceeds collected for completing work:
e The CGN operator entity
e The developer entity of specific DServices
e The contributing entity who hosts DServices
e Any associated charitable beneficiaries.
(GENERAL
The Service Refers to the CGN itself as a service, the system which manages and delivers all
DService offerings in the form of Infrastructure-as-a-Service (laaS).
A Service Refers to server code that listens to the internet, waiting for an incoming request
to perform work. In our design, we have coined the term “DService” for this:
Any Web-based service that has been adapted to work within the CGN ecosystem.
Request An HTTP request made through the internet to a DService, asking it to do work.
Response An HTTP response to a request, made through the internet. This is the reply to a
request to a service, containing the results of the work performed by the DService.
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SECURITY

Trusted Computing

Trusted Computing is technology that guarantees a computer will consistently
behave in expected ways, with those behaviors being enforced by computer
hardware and software together.

Trusted Execution
Environment (TEE)

A software execution environment that can be trusted to only execute known good
code that has been signed by an appropriate authority. It makes Trusted
Computing a possibility.

Hardware Security
Module (HSM),
Trusted Platform
Module (TPM)

A hardware device, usually a component physically built into the system hardware
itself, responsible for safeguarding and managing digital keys for strong
authentication and providing crypto processing. This device makes it possible for a
Trusted Execution Environment to prove that its contents are indeed authentic and
unaltered.

Remote Attestation

A process through which a computing system can provide confidence in its own
integrity to a relying party, permitting it to decide to trust the computing system.

Byzantine Actor

A malicious participant in the system who tries to thwart the integrity of the
network or cheat the system by intentionally submitting fake work or by otherwise
abusing the protocol.

Confidential and Proprietary.
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BASIC BACKGROUND

AUDIENCE

This white paper targets an audience of readers with a range of technical knowledge. We have included this
section as a basic technical background reference, offering readers an opportunity to understand enough
basic material to be able to fully appreciate the remainder of the white paper.

If you have an advanced understanding of answers to the questions listed below, you can skip this section.

e Why is a client-server model so commonly used for building and delivering applications, and what are the
benefits are of doing so?

e Why does delivering a services-based application impose a long-term commitment to operating server
infrastructure?

e What is scalability as it applies to client-server applications, and what are the consequences of not
actively managing it?

e Why does the use of fixed server infrastructure require capacity planning, and what can go wrong if a
company fails to do it well?

To skip this section, please continue reading at the next section, Problem Background.

THE CLIENT-SERVER MODEL

Many companies provide a wide array of Web-based applications, often to a user base as a pay-for-use
service, but sometimes for operation of internal systems. These applications are delivered in multiple ways,
whether it be through a browser, an application that installs onto the user’s PC, or as an app that can be
downloaded and run on mobile devices, tablets, etc.

The client-server model is a design pattern commonly used today when developing Web-based applications.
Use of this pattern is regarded as a best practice approach by software engineering teams that makes the
software easier to develop and allows for maximizing available power and capacity.

However, a downside associated with this pattern is the imposition of operations-related responsibilities on
companies who wish to deliver a software product and ensure it always operates reliably regardless of
demand, and at a reasonable cost.

This paper focuses on ways on to dramatically improve the operational aspects of applications that are
constructed and delivered in the form of a client-server system or server-side scalable services, by using an
innovative approach to provide the computational capacity required for operating all the server components.

As an introduction, the next section will explain and illustrate the relationship between client and server in
this model.

11
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A CLIENT-SERVER SYSTEM

CLIENT

CLIENT

THE SERVER

CLIENT /
CLIENT

L

FIGURE 1

THE CLIENT

The client component of a Web application is any piece of software that has been built to interact with the
server component, and which is connected to the internet so that it can always reach the server component.

USER-FACING CLIENTS

A user-facing client is simply client software a user interacts with. It provides a user interface, handles
user workflows and the like. This type of client software can run in any environment where a user
interface may be presented such as in a Web browser, on a phone or tablet, or it can be software
installed on a PC. It could also be software incorporated into consumer electronics devices.

SERVICES AS CLIENTS

Other, non-user-facing forms of clients can also exist. The only essential quality of client software is that
it is software written such that it requires use of a specific server component, making it a client of that
server’s service. In complex Web applications with or without a user-facing component, services
themselves may be layered. Layering often results in one service playing the role of client with respect to
yet another service.

THE SERVER

The server is an always-available computational resource that reliably runs the services software component
required by the client, continuously processing requests made by all clients of the service at any time. The
service layer isolates the client implementation from the services implementation by defining and making
use of a clear, well-defined interface that exposes services in a way that is independent of the particular use-
case of any of the clients. Any kind of client will be able to make use of the service.

@coin
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Typically, a server receives and processes requests over the internet using a standard request/response
protocol. Upon receiving a request, the service software immediately goes to work interpreting the request,
performing the requested work, and issuing a response containing the result of the work back to the client or
to the correct destination(s) as defined in the request.

Since the services layer is run in a server environment independent of all the clients and must be available so
that clients may use it freely, this helps to define clear requirements of a good server solution:

1. The client software may be run or used at any time, and because the client expects to be able to reach
the server component through the internet at any time, server applications must run on a special type of
computer, a dedicated server machine that is always running and is always reliably accessible over the
internet. High availability is a key requirement of our solution.

2. This imposes critical uptime and reliability requirements on the computational infrastructure that runs
the server software. Because of the always available nature, the server is traditionally a dedicated
machine (or many dedicated machines) that must remain powered on and must always be standing by,
always ready to accept requests from a client. Later we will look at the cost impact of these
requirements. Low cost of operation is a key requirement of our solution.

3. To support best performance and smooth operation of the client, the server must strive to be as
responsive as possible by being consistent about performing these steps in rapid succession, without
introducing delay. The end user will have the best experience possible when all delays associated with
the server communications are minimized. The client applications we target are ones that expect the
server to perform its work in real time or near-real time, making low latency and responsiveness a key
requirement of our solution.

4. To fulfill its duty to clients, the server must have enough capacity to be able to handle requests coming
from every client running worldwide. Depending on use patterns associated with the client software,
there exists a possibility of periods of time when a high volume in requests will be made to the server,
making the ability to scale to demand a key requirement of our solution.

13
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CLOUD-BASED CLIENT-SERVER SYSTEM

THE CLOUD PHYSICAL WORLD

CLOUD-BASED CLIENT DEVICE-BASED CLIENT

iPhone - 10S App

THE SERVER
SERVICES

SERVICES
P, mnm
SERVICES - m <
Any other cloud-based

service can be a client CfOUd based services
supporting family of clients

Android device/App

PC running client software

Browser window

— Consumer electronic devices

Clients can be physical devices such as mobile phones, computers or other environments such as a
web browser which has access to the internet. Clients use the internet to communicate with the
server.

Clients can also be components of other cloud-based services systems.

FIGURE 2

CLIENT-SERVER INTEROPERATION

RELATIONSHIP BETWEEN CLIENT AND SERVER

1.

All around the world there are end users who every day will download, install and run applications of
every kind. This is done in almost every current computing environment imaginable. These
applications are acquired, usually as a download, from a company that not only has created the
application but is also handling the continual operational aspects of providing the application.
Somewhere in the world, the company that has provided the application is also running a server, or
more likely a great many servers, which are required to provide continual delivery of services needed
by the application. The application connects through the internet to reach necessary services, which
it knows how to find, and utilizes the services as needed. While the application may be in a
geographic region distant from where the servers are located, the two components work together
seamlessly, provided that the server component is always reachable and stays fully operational.

BENEFITS TO SOFTWARE DEVELOPERS

1.

This pattern forces the developer to follow the sound principle of strategic separation of concerns. In
this case there are two concerns. The first concern is the portion of the code responsible for
providing the user experience, operating within a specific environment. The second concern is the
portion of code responsible for doing the computational work needed by the application and
exposing that as a service. This pairing promotes good architectural software design by requiring
development of an API to explain exactly how the two concerns are related and how they
communicate. When structured properly, this results in well-defined software components that are
easier to develop and maintain.

14
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2. Because very powerful computing hardware is available to run the server component, it becomes
possible to leverage its power to write services code that performs very compute-intensive work,
benefiting the client application. If a client-server model was not used (i.e. the client application
attempted to perform all work for the whole system), the resulting product might operate very
poorly or may be impossible to develop, due to the severe constraints and capacity limitations
associated with a variety of platforms where the client operates. Having a powerful server available
to the client enables development of high performance client applications which can carry out
impressive tasks to the end user, despite running on very modest hardware.

3. Because the services layer software always executes in a known and controlled server environment,
usually only a single implementation will be developed. Developing only a single implementation of
the services layer simplifies and lowers the cost of development, testing, deployment and
maintenance of the project’s code. This contrasts with the client portion of the code which might
have many implementations, each specific to a particular platform, and having special code to
accommodate that platform’s unique capabilities and limitations.

CLIENT-SERVER APPLICATION EXAMPLE
Let’s say your company has developed a hypothetical mobile app, running on iOS and Android, which we will

call “Crazy Faces”. “Crazy Faces” is an imaginary app that lets you use your phone to snap a selfie, and then
after choosing one of several fun special effects, the app will entertain you by creating a video rendition of
something humorous having been done with your face. The application will let you share this humorous

video clip on social media. Which, or course, will contain a download link so all your friends can get the app

and try it on their own face.

The “Crazy Faces” is an excellent candidate for a client-server design, assuming the work required for
converting a picture of a face into a video requires a lot of computational power. Therefore, your company
would have one or more teams developing the mobile app, while another team would develop the image
processing algorithms as a server component that the mobile clients can use for the application to work
smoothly.

THE DISTRIBUTED SERVER — A SERVER OPERATING AT SCALE

Scalability refers the web applications ability to function satisfactory and at a high level as demand for its use
grows. To ensure scalability, developers must carefully consider operational aspects, such as how to build,
monitor, maintain and adjust the given server component.

A distributed server made up of many individual servers will scale overall capacity. A distributed server is
implemented as a collection of identically configured machines all running the same services code and
interconnected such that they appear to the client as a single, very powerful server.

The volume of requests handled by the distributed server will be proportional to the total number of client
application instances in use at any given time. This volume will fluctuate based on the changing use patterns
of users launching and interacting with given application. Furthermore, the volume may increase continually
for days or weeks if the application happens to become very popular. It is important that these factors be
considered when building the distributed server. This analysis is commonly referred to as capacity planning.
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[LLUSTRATION DEPICTING A DISTRIBUTED SERVER

CLIENTS

THE CLOUD PHYSICAL WORLD

LOAD BALANCER
(DIVIDES THE WORK BY
CHOOSING A SERVER)

DISTRIBUTED SERVER

SERVER HOSTING ENVIRONMENTS (DATA CENTER, CLOUD INFASTRUCTURE, ETC.)

A distributed server consists of many individual server machines connected together
such that they collectively behave as a single server of much greater compute capacity.

FIGURE 3

SERVICES AND STORAGE

The server infrastructure just described provides an environment where services can reliably be operated,
delivering ongoing support to the client application. There are different ways to classify types of service, and
there is an important distinction that we must make. This presents a design choice that will have a big impact
on capabilities and limitations of our server infrastructure, influencing key aspects of how it is designed and
deployed.

Here we will consider a distinction around whether a service uses internal state to influence generated
results. This distinction will later be used to take advantage of opportunities to constrain and simplify our
proposed solution, scoping it to a more pragmatic final form.

STATEFUL SERVICES

A stateful (or “impure”) services layer is one where the same inputs given at different times may produce
different outputs. A service is stateful if it has any side effect that can influence future computations to
cause a different result to be produced. A service is also considered stateful if it depends on a data
source other than the inputs, such as the results of a request to another stateful service. If there can be
no guarantee that the same inputs provided multiple times to the same service on any host will produce
the same outputs every time, then the service is stateful.

STATELESS SERVICES

A stateless (or “pure”) service is one that always produces an output dependent only on only the inputs.
Services that use internal state and still fulfill that requirement are also considered to be stateless. Every
request/response pair must operate as if in isolation, meaning that the outcome or side effects of any
prior inputs will never influence or change the outputs for any future request given the same inputs.
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STATEFUL VS. STATELESS SERVICES

STATEFUL SERVICE STATELESS SERVICE
Freely uses databases and other persistent storage. Relies Of”'y i te.mporary storage needed
for the life of a single request.
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FIGURE 4

The distinction is important because only stateless services allow us to execute the same request multiple
times on different hosts and use confirmation that results were the same as a form of peer work verification.

Statelessness does not preclude the ability of the dService to employ caching mechanisms that would allow
correct results to be produced more quickly.

It also does not preclude the generation of temporary files, whose paths may be returned as part of the
output and provided again as part of a future set of inputs so that the results of past work can be built upon
in future work. To facilitate this, we intend to support miner affinity (the ability for the CGN to route a given
request from the dApp to a specific miner instance) and support for clustered miners (a number of miner
instances running on the same LAN and having access to a shared file system). Both approaches permit the
dApp to accumulate intermediate results remotely and make use of them later to minimize transferring of
intermediate results between different miner instances.
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TYPES OF HOSTING ENVIRONMENT

In traditional models where hardware is collocated, all machines comprising the distributed server need to
be set up and operated in a place that provides the right environment for the servers to operate, and which
provides power and network connectivity to the machines so that they can be configured, connected and left
operating as a distributed server. We call such a place a hosting environment. There are three primary types
of hosting environment.

PREMISES

This refers to a distributed server system set up using machines physically located within the business
that is using the servers. Usually there will be a dedicated server room, where the servers are physically
housed, with air conditioning to keep the servers cool, backup power supplies to keep things running in
case of a power failure, and a security system in place to keep employees away and to prevent tampering
with the systems.

DATA CENTERS

Data center operators run a business whose core competency is acquiring and operating large number of
servers in a controlled environment, guaranteeing uptime and availability.

A data center operator will usually guarantee a high level of service by taking full responsibility for a
myriad of critical activities associated with keeping the data running optimally. These critical activities
must be done recurrently. Typical duties include (but are not limited to):

e Providing the real estate, building space and property management needs behind operating a large,
dedicated facility

e Providing abundant rack space in which servers can reside
e Giving the tenant full control of their machines, allowing complete flexibility of configuration and use

e Providing conditioned power, including backup and fail-over power supplied by batteries and standby
diesel generators

e Operating all critical data center systems with redundant backups for greater reliability

e Regulating environmental factors such as airflow, temperature and humidity

e Providing high speed Internet connectivity

e Providing physical protection of all equipment by tightly controlling access to the facility

e Offering an ability to purchase additional capacity for expansion if needed

e Handling fire detection and suppression

e Providing regular maintenance of all systems

e Providing 24/7 monitoring of systems by on-site staff to quickly detect any anomalies

e Ensuring rapid remediation of any problem, such as a hardware failure, by repair or replacement

Data centers are expensive to build and are costly to operate, due to the construction and operation of
the expensive and sophisticated systems required to guarantee a high level of service promised to the
tenant in the lease contract. All these activities are valuable or even essential for mission-critical
applications. However, we are targeting non-mission critical Web applications, which have more modest
needs and can be delivered effectively at an acceptable level of service without the costly overhead of an
extremely high SLA environment.

The data center operator generates revenue by leasing blocks of dedicated computational capacity in the
form of arrays of servers, assigned for exclusive use by the tenant. Compute capacity is usually leased by
contractual agreement, where the contract specifies a term, the number of servers to be reserved
exclusively for use by the tenant, and a promise to maintain a specified service level (the SLA). This
payment model is arguably both inflexible and expensive for web application operators. This is due to the
difficulties of estimating the projected volume of use and therefore the number of machines necessary
to lease for a given term. This often leads to situations in which server capacity is over-leased.
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CLOUD SERVICES

Cloud computing infrastructure is itself hosted within one or more data centers, so this approach has
similar advantages and disadvantages as compared to using a data center.

Over-leasing of capacity will remain a problem for the same reasons given for operating servers in a data
center. You still need to lease extra capacity to have it available on hand to handle upward uncertainties
in the amount of use and the popularity of the client application.

However, these services do offer greater flexibility in the ability to increase or decrease scale by adding
or removing machines as needed. This flexibility comes at a cost and may not be as valuable as it first
appears. This is because changing the number of reserved machines is not done automatically and is
something that must be continually managed by the web application operator. Management cost is easy
to overlook. Indeed, many companies can tell a story of exorbitant cloud computing bills, incurred
because a server was accidentally left running longer than necessary.

ALTERNATIVES

There are few, if any, good alternatives to the above three standard approaches. Please read on to learn
how we plan to address this.
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PROBLEM BACKGROUND

AN ONGOING RESPONSIBILITY

As a growing number of new applications are continuously being developed using the client-server model,
the need to address challenges to simplify and reduce costs of deployment and operation of server
infrastructure will remain a high priority.

A key point to take away is that the responsibility of the developer of the application does not end after the
software has been developed, tested and delivered to the user. To keep this software operating reliably, the
developer incurs a responsibility to operate services reliably, a commitment that will last the duration of the
service life of the application. If an application cannot reach its required services or if the server
infrastructure become overloaded by too many requests, the servers may fail to provide services in a timely
manner, and the application will slow down or stop working. Therefore, the developer must invest in enough
server infrastructure resources to fulfill on its long-term commitment to continually keep the services layer
operating.

DEPLOYING THE DISTRIBUTED SERVER

The distributed server is a collection of server machines set up in a hosting environment, configured to work
together as a single server. For the operator of a DApp or Web application to deploy and operate the
software product, server machines must be procured, configured, operated, and maintained in some form of
hosting environment. This may be directly, by buying and setting up the infrastructure oneself on premises or
in a data center, or it may be done indirectly using cloud-based services providing the needed infrastructure
through a subscription model. And then the services software must be installed on those machines and
operated for the service lifetime of the application

As we have discussed, there are currently three approaches commonly used to accomplish this. Here is a
recap of the three approaches, and their trade-offs, from the point of view of the DApp operator:

Hosting Startup Fixed
Environment Operational Approach Costs Costs Convenience
e You provide hosting environment

Premises e You purchase server hardware Very high Moderate Low
e You operate server hardware

e You lease hosting environment
Data Center | ® You purchase or lease server hardware High High Medium
e You operate server hardware

e Hosting environment is provided
Cloud

, e Server hardware is provided Low Very high High
Services

* You lease and operate server hardware

PREMISES

This approach is usually not viable because the developer and operator of an application will not want to
hire additional staff having the unique skills needed to design, build, install and operate server machines
due to the increased cost and complexity. Startup costs can be very high. The cost to benefit ratio of this
approach is often prohibitive to providing a properly scaled environment for operating and maintaining
server machines over the duration of the service life of the application.
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And as mentioned before, the operator needs to put in place excess capacity, so that it is on hand in case
of the need to handle load surges or unexpected rapid growth in popularity of the application, which
might not even happen. This increases costs even more.

Application operators often turn to the use of a data center to overcome some of these challenges.

DATA CENTERS

Data centers have a high built-in cost structure because of the immense amount of technology that has
been put in place to reliably support the environmental, electrical, security and reliability needs of tens
or hundreds of thousands of servers, all of which contribute to high fixed costs, in addition to high
startup costs.

The need to put in place excess capacity still exists for the same reasons. Acquiring and operating this
excess capacity is even more expensive in a data center.

For greater operational convenience, application operators often turn to the use of cloud services to
mitigate some of these challenges.

CLOUD SERVICES

Cloud computing infrastructure is itself hosted within one or more data centers, so this approach has all
the built-in cost structure of a datacenter, and then some. The other advantages and disadvantages are
similar to what they would be with use of a data center.

However, over-leasing of capacity is still a problem, for all the same reasons given for operating servers in
a data center or on premises. You still need to lease extra capacity to have it available on hand in case of
unexpected demand in use or runaway popularity of the client application.

However, these services do offer some flexibility, by providing the ability to increase or decrease scale by
letting you easily add or remove machines as needed. But this flexibility comes at a great an often-
unexpected cost, and therefore may not be as great a prospect as it first appears.

This is because changing the number of reserved machines is not done automatically by the cloud
service, and is something that you, the operator, must be continually monitor and manage. This cost is
easy to overlook, and it’s easy to make mistakes. Indeed, many companies can tell a story of exorbitant
cloud computing bills, incurred because a server was accidentally left running longer than necessary.

These problems can sometimes be solved through automating scale by modulating the addition and
removal of resources in response to changing demand for services. But attempting to operate such a
solution will create a whole new set of problems. For example, such an automated system allocating and
releasing server resources could be scripted by the user of the cloud service. Such a resource
management system would try to control costs by always running the optimal number of servers at any
given time. While this can be done, the effort will usually be thwarted in the end because of the way
cloud services price the cost of resources (charging much more for short duration use commitments).

Here are three arguments against the use of cloud computing services:

4. The underlying hardware has all the high operational costs of a data center baked in, and therefore
must have a similar but higher cost structure, even when leased for long periods of time.

5. Automated solutions to address over-leasing of capacity are possible, but these require extensive
and costly extra work from the application developer. The application developer may choose to
develop an automated solution in-house or may choose to outsource this project, but either way it
will come at a substantial extra cost and would require its own operational resources. Some cloud
providers also offer this capability for an additional fee.

6. Should such capacity-adjusting automated solution be developed, it would most likely be ineffective.
The continual acquiring and releasing of server machines will result in shorter lease durations, and
will cause onerous, short-term resource pricing models coming into effect, further increasing your
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costs. Thus, the workable solution that strives to drive down costs would have the side effect of
driving costs up! The result would be more negligible gain or perhaps even a loss.
ALTERNATIVES

There are few, if any, good alternatives to the above three standard approaches. Please read on to learn
how we plan to address this.

CAPACITY PLANNING AND MANAGEMENT

When deploying a distributed server, there are two aspects of it which require careful planning:

Initial capacity planning to ensure the right amount of server resources are acquired to begin operating
the services.

2. Ongoing management of capacity, making changes as needed to adapt to changes in use patterns and

business needs.

Each of these imposes its own unique challenges which must be addressed:

INITIALLY PLANNING CAPACITY

To configure a distributed server, the capacity planner will need an estimate of the number of machines
required to process the highest anticipated load of incoming requests from Web applications. This
estimate will be based partially on understanding how the application is typically used and anticipating
what demands it likely will make when using services. The capacity planner will also need an estimate of
the popularity of the Web application. Popularity is gauged by knowing how many copies will be
downloaded, and the number of users likely to be using the application at any given point in time. From
this information, the capacity planner can estimate the peak demand load requirements of the servers,
as well as an idea of how these demand load requirements may change over time.

The success and growth of new web applications are difficult to predict. This makes it inherently difficult
to estimate the number of machines required to be dedicated for use to the distributed server.

ACTIVELY MANAGING SCALABILITY

Companies who develop web-based application must also ensure quality delivery of service over time. To
do this, the company must have staff who continually monitor use patterns of the distributed server.
These staff members typically work closely with the capacity provider (usually another company) to make
required changes and adjustments. These adjustments are done to ensure the application continues to
work smoothly over the durations of its service lifetime. During this span of time a multitude of variables
can force change and drive new requirements for the amount of server capacity needed by the
application for it to run smoothly.
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THE SCALABILITY MANAGEMENT CYCLE

MODEL
ESTIMATE EXPECTED
DEMAND NEEDS
MONITOR DESIGN
OBSERVE USE PATTERNS DETERMINE TYPE AND
AND TRENDS, RECORD DATA AMOUNT OF HARDWARE
DEPLOY TEST
BUILD THE SYSTEM $_/ TRY TO DETERMINE IF DESIGN
OR MAKE ALTERATIONS WILL ACCOMMODATE MODEL

Responsibilities incurred when deploying and operating a services infrastructure to support
of a client app, adapting to changes in business needs and popularity of the app.

FIGURE 5

INEFFICIENT USE OF RESOURCES

It is an unfortunate reality that a significant number of servers, costly to acquire, deploy, operate and
maintain, must inevitably remain idle, operating on standby but reserved for the infrequent load crisis
situations that must be supported by available capacity.

To ensure that the Web application will run optimally, the operator must overestimate the application’s
popularity, leaving headroom for actual use that may be higher than originally estimated. This ensures that
the fixed-size distributed server component will be able to support all needs of the Web application without
overload or failure. Thus, it’s a sure thing that more server machines than actually needed must be acquired,
paid for and held in reserve. Failure to do so will result in the distributed server having availability issues
when there are large fluctuations in use.

The certainty that there will be wasted (i.e. leased but unutilized) server machines in the distributed server is
a disappointing reality that comes along with deploying server resources for applications of unknown
popularity. These machines have been acquired and set-up at substantial cost, are reserved for exclusive use,
but usually aren’t performing work. Idle server resources will be used only if there are unforeseen heavy
demands for the given service.

This is one of the problems our focused architecture addresses, eliminating the costs associated with
maintaining this necessary overhead. It would be ideal if the operator of the Web application could simply
pay only for the server resources that are actually in use. And possibly more importantly, to not have to pay
to manage and set up resources at all.
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UNDERUTILIZED RESOURCES IN A DISTRIBUTED SERVER
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Real-world capacity utilization of server machines inside dedicated distributed server system.
It's virtually guaranteed that much of the time many server machines will be idle.

FIGURE 6

SUMMARY

For every (client-server) application ever developed and sold, its developer takes the responsibility of
operating a multitude of server machines, systems required to support consistent, continual availability of
the application by its users. For the operator to deploy and operate these servers, they must invest in the
infrastructure and labor needed to acquire, deploy, configure, maintain, and pay for use of these complex
distributed server systems. Initial and ongoing expenses incurred can be significant. Furthermore, keeping
these systems operating requires a long-term operational commitment, as they must be operated and
maintained for the serviceable lifetime of the given application.

A critical aspect of maintaining these systems is the additional need to actively monitor load patterns,
detecting when the system needs added capacity, and proactively addressing those problems. The operator
must also assume responsibility for and pay all costs associated with fulfilling on this commitment, ensuring
continued long-term operation of the application as use adoption and other conditions change.

Collectively, because of the way infrastructure is currently acquired, these challenges and responsibilities
require application development companies to make substantial investments in time and resources. A
solution addressing these problems would be very compelling.
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PROBLEM STATEMENT

This section seeks to outline and provide a concise description of complementary pair of problems related to
global computational infrastructure: cost and complexity caused by inefficiencies in consumption, and an
untapped supply of capacity due to inefficiencies in utilization.

INEFFICIENCY OF CONSUMPTION

Reliable computational infrastructure is costly to acquire and operate. This results in difficult-to-meet needs
commonly shared by businesses that sell internet-based applications and services:

1. Confidence that the product or service they commit to offer, and support will operate consistently and
reliably

2. Need to minimize fixed costs

Have variable costs that are both predictable and proportionate to consumption

4. Make efficient use of available resources, ensuring enough availability, without the waste of
underutilization

5. Ensure flexibility and awareness, and adapt quickly to changing needs, unhindered by inflexible
dependencies.

w

INEFFICIENCY OF UTILIZATION

There exists a vast amount of untapped global CPU power in the form of computers that sit idle or are not
fully in use. These are computers worldwide that are powered on 24 hours a day, but which sit idle most of
the time, not being asked to do any work. Often these computers are spare capacity servers kept online and
ready for use, but other types of resources often run underutilized.

Let’s consider just how much idle capacity there is.

1. There are an estimated 75 million servers powering the internet”

2. According to Gartner and IDC, it is estimated that there are two billion personal computers in use
worldwide, even after accounting for retirement of old machines’

3. According to Forbes an estimated 30% of the world’s computers at any given moment are powered on
but are sitting idle and doing absolutely no work*

At any given moment, tens of millions of server-grade machines and hundreds of millions of personal
computers and mobile devices sit idle. Of those, uncountable millions also have high performance GPU
capabilities. Machines having a GPU, including modern forms of server hardware, mid- to high-end PC’s with
dedicated graphics cards and newer mobile devices, can deliver an immense amount of computational work.
When these devices are powered on but sitting idle, that capacity is not being used, and it essentially goes to
waste.

*Live internet data estimator
"Computer activity
*Idle computing
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REQUIREMENTS AND CONSTRAINTS

(GENERAL INTENT OF SOLUTION

In the following sections, we will offer a solution, in which we propose putting in place a new ecosystem
which creates an incentive to put idle computer power to use, by paying for its use to reconfigure it into a
contributing worker node that participates on an as-available basis to do the work required by the new
computational infrastructure or anyone requiring near to real-time high volume content processing and
delivery. This infrastructure will be made available as a pay-per-use service component that will offer great
value to business.

This proposed system will take idle computers, ones whose availability and capacity are unpredictable, and
combine and restructure them into a new aggregate form to provide a service that overall is highly available,
responsive, scalable, and flexible in adapting to changing needs, thereby adding value. The system will offer a
low cost of use, resulting from the relatively low value of unpredictable, idle CPU time as compared to the
high value of always-on CPU power. The system will be self-operating, thereby freeing business users of the
burden and overhead associated with operating traditional computational infrastructure.

PUT IDLE RESOURCES TO WORK

If only a fraction of that idle CPU power could be captured by financial incentive, harnessed, restructured and
put to work in the form of an enterprise-grade computational infrastructure service that is also fast, flexible,
scalable and competitively priced, great value could be offered.

CONSTRAIN TO SERVICES NOT REQUIRING PERSISTENT STATE

We will build our first iteration of the system to support the operation of stateless services. This scopes the
problem by eliminating a substantial area of complexity (around the deployment of data stores and having to
cope with requests which may have side effects). But even with this constraint, there remains a huge
opportunity, an opportunity big enough for this project to have many compelling uses. We believe that
stateful services are a different class of service that will usually be hosted traditionally, such as in a data
center or on cloud infrastructure. Operating data storage infrastructure brings with it complexities that we do
not wish to introduce into this project. Problems such as how to secure the contents of any arbitrary
database, how to provide an ability to back up the data stores, and permitting the maintenance and
upgrading the data storage software, etc.

By scoping our services layer to stateless services, we are left with a flexible design which can take advantage
of several novel approaches to supporting efficient and optimal work generation using a pool of servers. We
will be able to gracefully handle failures incurred by running services on hardware whose characteristics may
not be well known. For example, we can recover from a worker node failure by simply retrying the same work
on a different worker node. Or we can even send the same work to multiple worker nodes in parallel,
creating a race whereby we simply return the result from the first worker node to respond. These are
approaches that would not be possible if services were stateful and executing them repeatedly produced
different results.

TRANSITION TO MICROSERVICES

Stateful request handlers often form the backbone of monolithic enterprise and consumer applications, ones
that have database and storage characteristics built-in. They utilize their inherent storage of state to provide
capabilities for managing or operating stateful systems which hold and act upon continually changing data
from the past. These include applications such as social media, online banking, stock trading, cloud-based
ERP, CRM, SFA products, and most commerce systems. Any system where the service layer is responsible for
creating, reading, updating and/or deleting stored data (CRUD), will depend on a services layer that is
inherently stateful.
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However, many monolithic enterprise applications are migrating their legacy codebases toward more modern
microservices-based architectures. In doing so, stateful services are being broken down into more fine-
grained service layers, many of which can be built as stateless. Even applications which are overall stateful,
when architected well, have a need for significant amounts of stateless request processing.

FOCUS ON NEAR-REAL TIME DELIVERY

We have chosen to scope our solution to the use cases of interactive, enterprise applications, ones which
require low latency and that must operate in real time or near real time. What this means is we will build a
service delivery infrastructure that will determine whether to perform work as immediately as possible, by
minimizing the introduction of delays in matching, or to perform the work as quickly as possible, even if it
means waiting a bit for the availability of better hardware.

This is a key point. While other similar projects have chosen to specialize in creating a market for large blocks
of CPU time to power long-running jobs such as rendering, computer learning and other large-scale,
computationally expensive scientific research projects, we are taking on a uniquely compelling (and
somewhat more difficult) approach, one that will be of great value to consumer and enterprise applications
that need to operate in near real-time, to responsively react to user interactions.

Our solution is well-suited for quickly handling short-lived service requests, aiming to achieve client-server
round-trip response times as short as a tiny fraction of a second (for very small jobs). Yet our solution can
also power longer running services. The ability to support client applications that use a microservices model
is one of the areas where our project stands out from the other projects, which either don’t address this or
hope to support it in the not-so-immediate future, because their solution is not capable of working around
limitations in the transaction throughput of the Ethereum blockchain.
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INTRODUCING THE CONTENT GENERATION NETWORK (CGN)

A FLEXIBLE, SCALABLE, PAY-PER-USE DISTRIBUTED SERVER INFRASTRUCTURE WITH EDGE CONNECTIVITY
OFFERING BUSINESSES A SYSTEM FOR RELIABLY OPERATING THE ENTERPRISE-GRADE SERVICES
THAT DELIVER A WIDE RANGE OF APPLICATIONS AND SERVICES TO END USERS,
POWERED BY A NEW UTILITY TOKEN AND BACKED BY THE BLOCKCHAIN,
A NEW ECOSYSTEM IGNITED BY RECLAIMING VAST AMOUNTS OF IDLE CPU POWER AND PUTTING IT TO WORK.

THE CGN

Powered by Dynco.in

FIGURE 7

ADDRESSES THE PROBLEM OF ACQUIRING, OPERATING AND SCALING SERVERS

We will provide an alternate approach for the delivery of Web applications, making available an
arbitrarily large number of otherwise idle computers to form a massively scalable distributed server to
power Web applications.

The CGN will have zero fixed costs, as an operator of a Web application pays only for consumption of
services and resources actually used. There will never be any costs incurred by idle server time.

There will be no need to do capacity planning, design a distributed server infrastructure, or operate one.
That will all be done automatically. The application developer will be able to focus on development of the
best application possible and know that its services will be deployed at arbitrarily large scale. The entire
system will work reliably without any intervention or oversight.

Server resources will be priced at the lowest cost possible by using resources provided by contributors.
This coupled with the dramatic labor reductions of no setup or maintenance of one's own cloud
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infrastructure and no longer paying for idle services time results in large cost savings over traditional
cloud providers.

ROBUST AND WELL-SCOPED

Our design addresses real-world needs immediately upon release, with an emphasis on taking a
pragmatic approach that does not try to solve every possible problem. We provide the necessary
components to enable others to add to our network.

We have focused the initial solution on addressing a useful set of the most important problems, within a
well-defined number of use cases.

ADDITIONAL UNIQUE BENEFITS

We are building a solution that lets client application developers effortlessly deploy a highly scalable
services layer, while providing the flexibility to adapt to changing requirements.

Our system will naturally provide edge support for services. The system will make a best effort to connect
each client with an available server that is in close physical proximity to the client. This will result in lower
latency and better overall performance as the client communicates with the server.

We will put vast amounts of currently unused computing power to work, by creating a new sharing
economy that incentivizes contributors to put idle CPU power in homes, businesses and data centers to
work. We will do so by providing the distributed server capacity needed by Web applications at a
reasonable cost and compensate providers of resources from the proceeds of its consumption.

We will power a thriving ecosystem that drives an economy for the exchange of CPU power by
introducing a utility token that meaningfully supports this purpose. This token will be used both to pay
for consuming CPU power, and to compensate holders of unutilized CPU resources by paying to commit
those resources to system’s resource pool.

The service will be priced at varying tiers of service in terms of fiat currency but transacted using tokens.
We believe enterprise users will find this especially appealing, as pricing will be kept predictable by
removing the variables associated with having to exchange currency. This will be done through internal
currency conversion and will not affected by how the value of the token floats with respect to the fiat
currency.

We will provide the valuable benefit of billing at a fine level of detail. Therefore, we propose a robust
payment system that will accept and distribute payments for each single use of a service on a per-
request level, regardless of its size or duration. This necessitates a system for handling very high-volume
microtransactions. For this, we propose a robust solution which will combine an off-chain transaction
management system with the blockchain, without giving up any of the benefits of the blockchain.

We will support a flexible, sophisticated batched payment model that collects for use of the system but
divides the proceeds such that each party having a role in the development and operation of a DService
and the associated infrastructure to each be paid an appropriate share of the proceeds collected on a
regular basis.

This model also includes the ability to dedicate portions of collected revenues to charitable causes.
CPUcoin intends on building an annual CPUcoin fund for use by third world country organizations that
don’t have the ability to set-up and utilize cloud resources themselves. Giving back is built directly into
our model, and CPUcoin will lead the donations by allocating a percentage of all CGN-earned CPUcoin to
a donation wallet for annual distribution to worthy causes.
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A SOLUTION DRIVEN BY ASSURED ADOPTION

In a space with multiple ICO’s working on similar systems, each proposing to create some form of a sharing
economy for unused CPU power, it’s important to understand our project’s differentiation strategy. We are
prepared to answer this frequently-asked question:

"There are several ICO’s working on similar projects
by groups such as Golem, SONM, and iExec.
Explain your differentiation strategy."

POSITIONING

Instant traction and works Known demand for service
with real businesses with existing marketplace

and userbase
|:| O O
I aYe)

Grounded and well-scoped "+ Solution utilized with
approach and solution existing product line with

proven track record

FIGURE 8

WELL-SCOPED

A well-scoped solution is less complex, risky and costly to build, while offering the most important
benefits. We are not trying to build a blue-sky or “does-it-all” solution. We do not propose an abstract,
loosely bounded project that promises big hopes and offers potential possibilities, and ones which may
never gain traction or be used by real businesses because the origin of those ideas is not grounded in
real world business problems.

This is where the CGN project contrasts greatly. Our project is not an academic exercise. We offer a well-
scoped proposal to build a solution to address a well-understood, existing real-world challenge. Our
solution, when completed, will be immediately used and depended upon by a real enterprise class
software company to fulfill on its immediate scalability and edge processing needs.

ENTERPRISE COMMITMENT TO ADOPT
An enterprise commitment to adopt the project for real-world use will add great value.

This project will be tested and used by Equilibrium for their Content Compliance Cloud buildout, which
will adopt the CGN for use with an existing product line. This product line not only has a proven track
record, but also has a new Microsoft Cloud Alliance Partnership and a new hosted cloud service with a
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large target growth plan. The company will license MediaRich Server from Equilibrium to create the first
DService for dynamic imaging infrastructure and enable it to run on our new scalable platform. The
existing MediaGen product has already been seamlessly integrated into many solutions, including
Microsoft’s SharePoint and Office 365 cloud service, targeting over 200 million user installed base. Soon
it will be delivered using the first DService, running on the CGN.

Porting MediaGen to run as a DService is not simply a proof of concept but will become a permanent
part of the product itself. This will aid to rapidly prove the validity of our design. It demonstrates the
value of applying business practices to strategically scope and constrain a solution to its most essential
aspects, making it realistic to deliver a high-quality service in a timely manner. We will continue to
commit to serve that company’s needs by guaranteeing our proposed system to continue to work
reliably, providing its important services as the needs of applications scale. The company will show the
world that our system can be depended on by other enterprise users who also need to rapidly deploy
and scale their own distributed services for the client applications they develop.

A UNIQUE APPROACH TO GENERATING PROJECT CREDIBILITY

This grounded approach brings a type of credibility to our project, which we have not found in most
we’ve seen. The project will be delivered with prior battle tested DService technology and will provide
immediate value.

The cross-licensing deal, whereby a new Content Compliance Cloud (connected to many cloud
providers), ensures there will be built-in demand and impressive projected volume. The attraction to
participate in our project will therefore be more compelling than participating in similar projects of other
ICO’s working on much broader, un-scoped variants of this type of problem. While they present grand
plans and discuss big ideas, few offer any form of known, existing user base. While we have architected
our system in a way that ensures it will be heavily used from the outset, other projects have little more
than hope that users will actively utilize their system.

ENSURING DEMAND FOR THE CPUCOIN TOKEN

Our resource-contributing worker participants will know up-front about the ecosystem's marketplace, as
it will have known size and predictable market characteristics due to assured enterprise use of the
MediaGen DService by the Content Compliance Cloud. It will make full use of the ecosystem, as its many
enterprise customers must pre-purchase CPUcoin, to be spent as this software make regular use of the
initial DService. These enterprise users' dependence on the ecosystem will help drive further
development, adoption and growth in use of the system.
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SYSTEM OVERVIEW
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FIGURE 9

INTENDED TARGET MARKET

The solution described in this white paper is targeted at businesses that deliver and operate client-server
software application that requires a server to provide a services layer to do services-oriented work for the
client. Our solution specializes in use cases where the client software needs work to be in near real time. This
means the infrastructure that we propose supports operating a services layer that can process requests in
near real-time, providing high throughput and efficiently handling high volumes of short duration requests.
This contrasts other solutions that specialize in the execution of long-running jobs, where fast delivery time
and low latency are not critical.

We constrain the problem space by proposing a new type of computational infrastructure suited for stateless
systems, i.e. systems where the server component does not maintain state on behalf of the client, and where
every request is handled in isolation. This means that the server component always operates such that the
result of any request is only dependent on its direct inputs and is never influenced by the actions or side
effects of any past requests.

While this does place limits on the types of business solutions that our network can accommodate, we
contend that there still exists a large need for this type of solution, which is widely used by a range of
applications, such as mobile apps, that are simpler than entire enterprise systems. The class of problem our
solution targets are data processing solutions, such as those employed by media processing applications, and
any client app that transforms data such as gaming applications, mobile entertainment apps, and the list goes
on. There are plenty of data and media processing applications for which our solution is an excellent and
cost-effective match.
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EXAMPLE USE CASES

What can the CGN be used for? What types of software could be deployed in such an environment? The
number of possible use cases is nearly limitless, but we wanted to offer families of use cases well-suited to
the technology. There are potentially many existing projects that could immediately benefit by making use of
the CGN.

Here are some examples of solutions where it would be easy or straightforward to adapt existing
implementations for deployment within the CGN. This is only a partial list of what’s possible.

MEDIA

e Media transformation and processing®
e High-speed rendering of all kinds

e Video rendering from models

e Video transcoding*

e Automated video editing and assembly*
e Video subtitling

e Media provenance applications*

e Image recognition

e Optical character recognition (OCR)

e Digital signal processing (DSP)

e Audio analysis and retrieval of music information

BUSINESS / GENERAL

e Speech to text, text to speech

e Computational tasks and business logic support where result is determined from processing inputs
e General purpose data/format conversions (business-specific)

e An alternative platform for delivering microservices of all kinds

o  Workflow tracking and management, with ledgered audit tail*

e  Stock market simulations

e Web hosting, including dynamic image resizing*

e Backend for managed data storage services

e large scale deployment

e Ecommerce enablement with worldwide distributed shopping API for using CPUcoin for shopping and
loyalty programs.

MOBILE / GAMING

e Server-side processing for generation of in-game experiences

e Server-side processing for generation of in-app experiences (mobile apps)
e Transacting in-app and in-game purchases

MINING & CRYPTO

e Cryptocurrency mining (GPU & CPU, non-ASIC)

e Ether mining pools

e Automated wallet distributions such as coin drops and crypto interest and incentives

* Indicates use cases to be supported by MediaGen, the first DService to be launched in the CGN.
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GLOBAL CGN SYSTEM OVERVIEW

SPECIALIZED FOR DISTRIBUTED AND DECENTRALIZED COMPUTING

The CGN is both an ecosystem and a new type of cloud computing infrastructure. Backed by the blockchain,
it delivers the secure, scalable, high-throughput request handling capacity required for reliable operation of a
globally distributed, robust services foundation layer that today's cloud-based enterprise systems depend on.

The CGN delivers services built using common protocols, such as HTTP and REST, making it straightforward to
operate existing services within our ecosystem. CGN server components, for which we have coined the term
“DServices”, are server-side software components that process work requests issued by cloud-based
applications, maintaining minimal state across requests. Running within and orchestrated by the CGN
environment at scale, DServices deliver results with reliability, high throughput, including native support for
edge delivery.

ATTRACTIVE PRICING MODEL

Besides offering expected desirable characteristics such as consistency, reliability, low latency, high
throughout and scalability, the CGN offers an additional benefit. Because of the CGN's uniquely predictable
and affordable pay-for-use pricing model, we expect it to provide a compelling alternative to traditional
infrastructure solutions in use today, ones that often come at high cost because they bill your business the
full cost of all resources you have reserved, including resources not in use.

UNIQUELY POWERED BY IDLE RESOURCES

The CGN acquires and manages its enormous constituent capacity of worker nodes by taking an innovative
approach. The CGN amasses and operates a large pool of idle or sporadically available CPU power,
opportunistically acquired from a wide range of available machines and devices, which can be anything from
mobile devices left on overnight to charge, to the excess server capacity of many data centers and server
farms. Much of this hardware may offer high-grade capacity that’s mostly high availability, that’s not a
requirement. Many kinds of excess capacity can be useful to the CGN.

The CGN will be able to work with computational hardware that may be inherently unpredictable, i.e.
machines that cannot offer any guarantee of uptime or availability and which may fail to finish work, and
devices that may offer variable and changing amounts of CPU power to the CGN due to other activities also
taking place on the device. The CGN dynamically restructures these varying quality individual resources into a
global network of quality computational power that is delivered as a well-managed, coherent service,
presenting it to Web applications as a solid, dependable services layer that is highly available, runs
worldwide, offers high capacity, is scalable, and providing edge support.

BUILT-IN SUPPORT FOR HIGH THROUGHPUT

The CGN uses an off chain microtransaction system, anchored to the blockchain, to record each use of all
DServices to do work, no matter the size, ensuring payments are collected for all services consumed, and
disbursing funds to all involved recipient entities based on established agreements. Because we support
handling requests at high volume, we have also had to do the difficult work of designing our system to
natively handle billing transactions at the same high volume, without putting undue strain on the blockchain.
This capability is one of the things that makes our project unique compared to other CPU sharing projects.

CGN IN CONTRAST 1O CDN

In contrast, content Delivery Networks (CDN’s) are an existing technology designed to globally distribute the
delivery of static assets to client applications (such as Web browsers, but also DApps) so end users can access
infrequently changing Web assets from a server geographically close to their computer. This shortens
roundtrip traffic times, and low latency improves user experience. It also helps manage load spikes on the
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central asset generation mechanism when many users around the globe try to request the same new asset
simultaneously.

The CGN differs from a CDN in that the CGN provides generation in addition to distribution. The CGN is a
breakthrough technology that, for the first time, applies the principles of a CDN to dynamic content,
decentralizing its generation, and ensuring its consumers will be ability to obtain custom-generated assets as
quickly as possible from a server in close geographic proximity to their computer.

The CGN by design itself CON-compatible, meaning that the CGN itself can be wrapped with a CDN for even
more robustness, with the CGN’s role to provide a global network of origin servers to the CDN. This is an
additional level of scalability that we can foresee adding to our network.

The reverse proxy nature of CDNs allows them to function as load balancers and distribute traffic to multiple
CGN origin servers, all while controlling the flow of incoming traffic to maximize performance and reduce
server load. Because of their on-edge positioning, CDN servers have visibility into incoming traffic, enabling
them to employ application layer load balancing algorithms to improve traffic distribution efficiency by
precisely gauging the actual load on each CGN origin server.

The pairing of CDN with CGN provides the best of both world, with the CDN providing global generation of
unique, dynamic content and the CDN providing global caching and delivery of that underlying dynamic
content.

SUMMARY

In the following sections, we present an alternative solution for the necessary operation of web-based
services that is powerful, flexible, scalable, inexpensive, and has a truly use-based cost structure.

Companies that develop and operate client-server Web applications will benefit from the availability of a new
class of infrastructure solution that requires little setup and operates itself, letting your company focus on its
product, not on deployment and operation of server infrastructure. With the CGN's unique pay-for use
model, companies can better manage risk because there are no fixed costs and you only pay for actual use of
resources, tying costs directly to the success of your product. By utilizing our innovative solution, paying for
unused services will be a thing of the past.

In the next sections, we will explore how the system works.
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GLOBAL CGN SYSTEM TECHNICAL DISCUSSION

A GLOBAL NETWORK OF REGIONAL CGN NODES, WORKING AS ONE

The CGN is a global association of independently operating regional CGN nodes, each delivering
computational power through use of its own pool of local, on-reserve worker node machines, each
contributed to the CGN by a user wishing to offer their extra CPU power to earn CPUcoin in exchange. The
CGN operates as a worldwide, decentralized, scalable distributed server, hosting DServices that power DApps
and Web-based applications.

Each regional CGN node participates in the global CGN, with each operating independently in its specific
geographic region. A given DApp or Web-based application may connect to any regional CGN node(s) of its
choosing, typically preferring ones in relatively close geographic proximity for low latency. There is no
practical limit to the number of regional CGN nodes that can be in simultaneous operation worldwide. Each
one adds the substantial power of its own local worker pool to the global CGN’s total capacity.

WORKING WITH THE CGN

When developing a DApp or other Web-based application that uses the CGN to make use of a DService, there
are several additional services that the CGN will provide for use by the DApp, such as services for locating
and selecting an appropriate regional CGN node (more on this later).

We will provide an SDK and documentation for DService and DApp developers that clearly explains these
services along with sample code illustrating key use cases. This, together with a downloadable test CGN
environment that any developer can run locally, will help developers adopt the CGN by letting them create,
deploy and test working DApps and DServices independently in their own fully-functioning local sandboxed
environment.

SELECTING A BEST-MATCH REGIONAL CGN

A functioning DApp must be able to decide which regional CGN to use for performing the work of its
DService. We will provide a service that accepts the geolocation of the DApp, together with a list of the
DService components it wishes to use, returning a list of nearby CGN nodes that have the needed
capacity and can fulfill the DApp’s needs.

A similar mechanism is used to help a Miner decide which regional CGN node to join for contributing CPU
power to do work. In that case, the list is biased toward CGN nodes in need of capacity and the specific
DServices offered by the Miner.

Other factors that can be taken into consideration when selecting a CGN node:

e Restrictions imposed by the user of a DApp around data flow through certain specific geographic
regions

e Ensuring DApps operating at high volume select a CGN with enough resources to accommodate the
workload

e Support distribution of work across multiple nearby CGN nodes when applicable

e Direct work away from any regional CGN node that is temporarily down or is experiencing heavy load
to ones that will accommodate the work

CGN RESOURCE DESCRIPTOR REGISTRIES

CPUcoin will create and operate registries to be by CGN components to retrieve descriptors for specific
resources of the CGN. For example:

e Aregistry of DService descriptor records defining the characteristics of all supported DServices

e Aregistry describing all operating regional CGN nodes. Each CGN node descriptor will include the
account ID of its operator, its physical location and its Web address
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REGIONAL CGN NODE OVERVIEW

PURPOSE OF A CGN NODE

The Content Generation Network (CGN) is a global, decentralized network of many CGN master nodes (or
just “CGN Nodes”), each of which is responsible for receiving, assigning, executing and returning work results
for a DApp within the specific geographic region surrounding that CGN Node. These initially will be operated
by our company using small amounts of data center resources leased around the globe, enabling us to
quickly offer DApps worldwide access to low latency work execution.

In the future, we may delegate the operation of certain CGN Nodes by allowing them to be run within data
center space of enterprises and trusted business entities which whom we have mutually entered into a CGN
operating agreement. This will open access to geographic regions strategic to our user base and will offer
enterprise users the ability to run their own private, internal CGN Node.

Some of the critical housekeeping functions performed by the CGN are:

e Self-monitoring and reporting of each CGN node’s operational status to a central service for aggregated
system health monitoring

e Accepting and characterizing newly joined contributed worker nodes (Miners)

e Authentication, formation and management of a session, and providing public information about all
associated CPUcoin accounts wallets (wallet private keys are never shared with the CGN)

e Assigning work coming from DApps to an appropriate worker node that has the needed DService
e Handling per-use billing, calculating the fee structure for each request and generating microtransactions

e Error handling and recovery while doing work, including automatic failover from a down Miner to a
functioning one

e (In our lowest Miner Tier) performing verification of work results to identify, punish and eliminate bad
actors trying to submit fake work into the system, and then reissuing the work to another Miner

SUPPORT FOR MANY DSERVICES

It is the responsibility of the CGN to quickly fulfill work requests by assigning incoming work to a Miner with
the necessary DService implementation. Our intent is to support numerous future DApp use cases by
introducing a wide spectrum of new DServices into the ecosystem over time.

Each DService will be deployed to Miner installations based on the operator’s choice of which DServices to
operate, which may be guided by the available types provided by the host computer or device.

The CGN itself will be inherently agnostic to the specifics of any one DService. The only requirement is for
work requests to be representable using an HTTP-based request/response protocol. Initial support will be for
work delivered using HTTP, but we will consider adding other protocols as use cases arise.

Initially, we will play the exclusive role of being the central authority for approval of new DServices for
deployment to the CGN. This is so we can prevent bad and unknown actors from entering the system, and
guarantee stability of the system as adoption scales up during the early growth stages.

To emphasize our focus on delivering a practical, useful product, we have initially developed the first CGN
DService, our MediaGen content generator. This DService support an existing enterprise application that has
thousands of practical use cases by providing support for dynamic imaging, mobilization and on-the-fly
rendering of multi-page documents such as PDF’s and much more.

We will also provide tools, environments and documentation to make it easy for developers to try out the
system and develop new DServices. We stand behind the importance of our role in driving adoption of the
CGN and enabling future opportunities to expand into similar businesses. We will promote the ecosystem by
doing our part to help others to use it successfully.
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DIAGRAM - CGN NODE DETAIL

CGN REGIONAL NODE DETAIL
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FIGURE 10

The above diagram describes the inner workings of the CGN in some detail. Please refer to this diagram while

reading the following sections.

You can also view a larger copy of it online using this link: CGN Architecture Diagram.
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https://cpucoin.io/wp-content/uploads/2019/06/CGN-Architecture-Diagram-V2.png

REGIONAL CGN NODE TECHNICAL DISCUSSION

ANATOMY OF A CGN NODE

The CGN Node is a highly scalable, multi-threaded enterprise-grade server that can be run using one or more
local instances (i.e. load balanced). The server exposes four endpoints, each accepting incoming connections
on different ports:

1.

2.
3.
4

The Miner connection endpoint (port 8080, using WSS, secure WebSockets protocol)

The DApp work request/response endpoint (port 80, using HTTPS/REST request/response pairs)
The CGN node status endpoint (port 5551, using HTTPS/JSON)

The Central Service authentication reverse-connect endpoint (port 7771, using WSS)

Each endpoint is an independent, highly scalable and high-availability Web server with a single purpose. In
addition, there is a Work Broker component that serves to tie together the first two endpoints. Here is how
the pieces fit together.

MINER CONNECTION ENDPOINT

The miner connection endpoint accepts inbound connections from Miner instances that wish to join the
CGN to receive and execute work. The secure protocol used is WSS, or WebSockets over HTTPS, with all
data sent and received being encrypted on the wire.

The primary function of this endpoint is to receive an incoming connection from a Miner that wants to
join the network, to authenticate the Miner against our account records, and to either accept or reject
the miner. If rejected, the connection is immediately closed. If accepted, the WebSocket connection is
left open as a semi-permanent two-way communication tunnel between the CGN and Miner. This open
connection is immediately placed into one of several pools of available miners, organized by Miner tier.
The Miner is now available to receive and execute work from the CGN.

WORK REQUEST ENDPOINT

The work request endpoint accepts secure inbound connections using the HTTPS protocol over port 80,
with all data sent and received encrypted on the wire.

The purpose of this endpoint is to receive incoming DApp work requests and put them into a fast, in-
memory work queue for processing. This is so work arriving faster than it can be processed during bursts
of activity will always immediately be accepted. Work is queued by Miner tier (more on this later) so that
each tier of service has its own dedicated processor. Work is taken from the queue in first come, first
served order and assigned to an appropriate miner from the given tier. After the work is complete the
CGN immediately forwards the response to the DApp, which receives the results response and can then
go about its business.

When there is a surplus of workers compared to incoming work, the work queue will essentially always
be empty. This is because the moment a work unit is put into the queue, if an available Miner is known to
be waiting for work another thread will immediately pull it out the work unit and assign it to that Miner.
However, there will be a certain threshold to the queue depth indicating that work has been coming in
faster than can be executed for too long. If a danger threshold is reached, then we may handle the
problem in one of two ways:

1. The CGN may return a 503 (server busy, try again later) to inform the DApp that it should select a
different CGN.

2. The CGN may automatically delegate unfulfillable work requests to another CGN known to have
available resources, doing so until Miner capacity has been restored. Such forwarding requests would
contain an identifier of the unavailable CGN node so that another CGN node will know not to re-
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forward the request inappropriately.

Before sending work requests into the system, the DApp must first authenticate with the CGN to receive
a session APl key. All work requests require a valid API key, otherwise the request will be rejected. The
API key identifies the account and tells the CGN who to bill for all completed work. It will not be possible
for users without a valid enterprise account to send work to the CGN and all spurious requests will be
instantly rejected.

Restricting access to the work request endpoint also helps make the system resilient to DDOS attacks. We
are currently researching additional strategies and solutions to further mitigate this.

WORK BROKER

A central process called the Work Broker connects each incoming work request with an appropriate
available Miner and then sends a command to the Miner in reverse through the WebSocket tunnel to
execute the work, and then receives the work result from the Miner back through the same WebSocket
link. The work broker then decides whether the work was in fact executed and is also correct.

If the Miner can’t or doesn’t immediately acknowledge receipt of the work, it is considered to be down.
The down Miner’s connection is immediately terminated and is removed from the available miner pool.
The Miner is free to reconnect later once it is ready.

In our lowest Miner Tier, where a trusted execution environment is not available, an additional
consideration will be accounted for: If the Miner is found to be have done wrong work (discussed in
detail later), then the Miner connection is terminated as above. Additionally, the Miner’s account is
flagged, and the Miner will not be allowed to reconnect. Finally, the CGN seizes (“slashes”) the Miner’s
at-stake holdings of CPUcoin, and the Miner is left with a zeroed out at-stake balance.

In the minority cases where a Miner fails to complete the work, the incomplete or wrong work is
discarded, and the original work request is put back at or near the head of the queue, to be picked up
immediately by another available miner. In this way the original DApp work request never results in an
error response due to problems with a Miner. The DApp will always receive work results (which may
contain an error response if the DService returned an error), but they may be delayed if there were
Miner availability issues during processing.

After the work unit has been completed the Work Broker simply sends the results back to the DApp in
response to the original request. The DApp will have no knowledge of how the work was completed.

The miner client will have measured total resource utilization while the work was being done, and those
results are sent back to the CGN along with the work result. The CGN also performs its own
measurement, allowing it to compute latency by subtracting time reported by the Miner.

The work broker finishes by immediately writing a CPU/resource utilization record together with a record
of the completed work unit to a high-throughput time-series database that ingests and records all
micropayment records for later processing. We use these records at the end of each billing cycle by
totaling transactions to date and using the totals to transact Miner payouts and bill DApps for usage of
the service. Billing cycle payment totals are transacted in CPUcoin and are permanently recorded on the
blockchain (more on this later).

STATUS ENDPOINT

The status endpoint accepts inbound secure HTTPS requests to the CGN Node allowing DApps and
Miners to make inquiries about the CGN Node itself. Inquiries may include requesting the specific
geolocation of the CGN node, information about its current health and more (TBD). This lets our Central
Service consider and compare multiple CGN Nodes, allowing it to help DApps and Miners to make a
decision about which CGN Node to connect to using factors deemed most relevant.
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CENTRAL ENDPOINT

The central endpoint allows our Central Service to connect inbound to each CGN node to make itself
available to provide secure account lookup and credentials verification services needed by the CGN.

CENTRAL SERVICE SINGLETON

The Central Service single instance of a scalable, distributed centralized server using a private database,
operated exclusively by CPUcoin headquarters. It establishes an outbound connection to every CGN (using
the Central Service endpoint) to provide authentication services to all registered CGN nodes. The Central
Service is designed to never accept inbound connections for authentication. Instead, it uses our global
directory of CGN instances to establish an outbound connection to each CGN node using the secure WSS
WebSockets protocol.

The Central Service utilizes a private database also operated by CPUcoin headquarters. It stores account
records, hashed credentials and CGN component certificates so Central Service can provide authentication
information to CGN nodes and supports our self-service user account management pages. This private
database is locked down and firewalled off from the internet, available exclusively to the Central Service and
authorized internal database administrators.

Because the Central Service is configured to not accept any inbound authentication connections, it will not
be possible for any actor, malicious or otherwise, to reach the private database or access our authentication
services. The only way these can be used is through a CGN node. This strategy also makes the Central Service
resilient to DDOS attacks.

To reduce the chance of this system becoming a single point of failure, we will use a replication strategy to
operate multiple, synchronized copies of this service operating in different locations.

ANATOMY OF A MINER
The miner client consists of two components, both to be installed on the user’s device:

1. A DServices manager runtime, preconfigured with our CGN client software including one or more
DService implementations, to be installed into a Trusted Execution Environment, and made available to
the CGN for performing specific types of work. The specific list of available DServices will depend upon
how the Miner is configured and the platform itself. Not all DServices need be installed into every Miner.
The Miner will be able to offload unwanted DServices and/or acquire new ones, providing control over
the selection of work the Miner is willing to do which may change over time.

2. The Miner control service, a small background program for the end user to control the Miner VM such as
starting, stopping and shutting down the VM. It will also provide a simple configuration for the Miner,
such as control over conditions establishing when the Miner will be allowed to do work. It will also
provide the end user a means to visualize Miner status information including the amount of work done
and number of CPUcoins earned.

The specific tier of Miner, taken together with requirements imposed by Specific DServices and the nature of
the platform itself will determine the way in which a Trusted Execution Environment is to be established
(more on this later). Therefore, in cases where privacy is guaranteed through restricted physical access, the
TEE may be considered sufficiently trusted even with the Miner runtime and DServices being directly
installed into the host environment (“bare metal”). In cases where privacy cannot be assured by physical
isolation of the device from bad actors, a TEE must be provided on the device using a virtualized environment
with an unbroken chain of trust down to the hardware security module (more on this later, too).

DSERVICE SEGREGATION WITHIN THE MINER

Each DService will be segregated from the others so no DService can access any files or data associated with
other DServices. This will be done through containerization of DServices (more on DServices later).

@coin
Confidential and Proprietary.
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TRUSTED COMPUTING

INTRODUCTION

This section is about mitigating the risk of malicious actors being able to abuse the CGN protocol to “earn”
CPUcoin by creating a Miner client that can fool the CGN with cheaply generated fake work. This section
pertains to our tier of miners that includes consumer devices of all kinds, where a trusted execution
environment can’t be assured through physical isolation from malicious actors.

Currently it is not known how to prove that a given installation of software has provided correct results to a
general computing problem when there is any possibility of the software having been tampered with by a
malicious actor. Altered or “fake” software implementations can be written that intentionally produce wrong
results.

There are various strategies that use consensus to try to solve this problem by issuing the same work to three
or more Miner workers and comparing the results. If there is any inconsistency, usually it can be concluded
that the minority outcome is the bad work. But there’s no way to guarantee that. If there are many bad
actors in the system producing fake work the same way, what’s to stop that bad actor from operating many
Miners, enough to become the majority work generator when multiple results are compared? The number of
Miner workers used to confirm work results can be increased, but the problem quickly devolves into the
Byzantine Generals problem, whose solution reaches consensus only if there are at least 3 times as many
good actors as bad actors.

This problem is solved well by blockchain technology, but at high cost of essentially every actor in the system
having to duplicate the same work. It quickly becomes apparent that this sort of strategy cannot efficiently be
used by the CGN to prove work is correct. Any strategy that does not massively duplicate work cannot be
guaranteed to generate correct work in all circumstances. For a solution geared toward the enterprise, this
would be unacceptable.

Rather than pursuing as strategy to detect and correct the fake work that might be generated by altered
software, we will instead focus on the task of ensuring only unaltered software can ever successfully connect
to the CGN in the first place.

SECURITY HARDWARE

Today’s modern servers, mobile devices and some PC’s are being built with a special, built-in hardware
security device called the TPM (Trusted Platform Module). It supports data encryption, certificate
management, and an has ability to establish a chain of trust within the platform. This chain of trust is starts
with the installed software, extends through the operating system, the boot loader and the BIOS, and is
finally rooted in the actual TPM chip itself, whose contents are completely inaccessible to the end user and
cannot be altered or tampered with.

The TPM stores a completely inaccessible private key, which it uses to sign critical data such as hashes of the
environment and its installed software. By use of the TPM’s public key and knowledge of the good hashes, it
is possible for the TPN to testify to a remote server that the environment is completely correct. This is done
by computing a hash of the environment and attaching its cryptographic signature to a message containing
that data. The signature can be remotely verified as authentic using the TPM’s public key then verifying the
hash against a set of known correct, unaltered environment signatures.

REMOTE ATTESTATION

The goal of attestation is to prove to a remote party that an operating system and its application software are
intact and trustworthy. Using this technology, a remote server can prove that a given machine has precisely
the expected software, operating system components, boot loader and BIOS that it requires, and that no
unexpected software is present. If anything has been tampered with or altered, the hash will no longer match
and the TPM will not sign the message. With the chain of trust broken, remote attestation will fail. Sin